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ABSTRACT

Accurate chronic wound segmentation and precise area measurements are critical components to en-
sure a successful management of chronic wounds in photography-based wound analysis. Various deep
learning methods based on fully convolutional neural networks have performed successfully wound
area segmentation. Unfortunately, the performance of these 2D methods from single view can greatly
be affected by body curvature and perspective viewing. Moreover, 2D methods do not provide depth
information which may be useful for a more accurate assessment. Hence the need for a robust 3D
reconstruction tool to overcome these drawbacks. Thus, 3D wound assessment devices have limited
accessibility and expensive. On the other hand, 3D reconstruction from multiple views using a simple
smartphone became an attractive option for researchers. By combining 2D segmentation results of
each view, we can obtain the segmentation in the 3D model. However, DL suffer from poor segmen-
tation precision due to angle and distance variation in the Multiview sequence especially for small
size wounds. Thus, inaccurate segmentation can lead to improper diagnosis and inaccurate wound
management. In this work, we proposed a novel method to improve DL segmentation in all the views
regardless of camera shooting angle and distance using the 3D model and best view selection. Further,
several experiments were carried out to select effectively the best view. The proposed method outper-
formed DL results on a test dataset of 270 images of diabetic foot ulcers. DICE index and IoU score
regarding wound class were improved from 36.53% and 29.48% to 86.33% and 77.09% respectively
to achieve an overall DICE and IoU scores of 93.04% and 86.61% including background class. In ad-
dition, MAE and RMSE decreased from 0.164 and 0.036 to attain 0.004 and 0.019 respectively. The
experimental results show the robustness of our method to perform precise segmentation regardless
of wound size, position and viewing angles and distance and demonstrate the potential of our method
to perform accurate 3D wound segmentation.

1. Introduction

Chronic wounds are a major health issue that affect popu-
lation quality of life and lead to a huge burden for the health-
care systems worldwide [10]. Chronic wounds are injuries
which take more than 12 weeks to heal [25] and they include
venous ulcers, pressure injuries, diabetic ulcers, traumatic
and surgical ulcers, etc. These wounds are complex and heal
gradually depending on their severity. Wound healing pro-
cess is a complicated procedure that requires regular check-
ups by wound specialists. The fundamentals of a success-
ful clinical care require fast decision making and clinicians
with considerable knowledge and technical skills. Tracking
wound size including length, width, depth, and circumfer-
ence is a key indicator for preventing healing and evaluating
response to treatment.

There are various methods to inspect the healing progress,
most commonly, practitioners use rudimentary modalities
such as rulers, wound outline tracing, and wound filling [20]
[19][3]. These manual methods are often harmful, time con-
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suming and require wound contact which can carry high risk
of infection. In addition, the accuracy of these techniques re-
lies on the subjective diagnosis of the clinician depending on
his expertise and personal experience. However, for a rele-
vant wound assessment, it is vital that the ideal measuring
tool must be unbiased, accurate and consistent since the di-
agnosis largely depends on the used measurement method.
Over the last years, the application of photography be-
came increasingly popular in clinical practice with the in-
crease in computational power. It avoids direct wound con-
tact and enable clinicians to achieve more consistent and
accurate wound assessment. Digital photography consider-
ably reduced delays in care decisions. More recently, Smart-
phone wound image analysis have been extensively used to
assist clinicians in qualitative diagnosis. Smartphones are
low-cost, noninvasive, user-friendly and are already equipped
with high-resolution cameras. The rapid rise of smartphone’s
camera resolution got a lot of clinician’s interest about cap-
turing high-quality images during wound examination.
Segmentation is an essential step in photography-based
wound analysis because it influences the outcome of the en-
tire assessment process. Most of research works have fo-
cused on 2D image segmentation. Although, the promising
results of prior works in literature, there are many limita-
tions. First, 2D methods can be greatly affected by body
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Figure 1: Sample images from our heterogeneous chronic wounds database

curvature. Second, perspective distortion can yield to dif-
ferent segmentation results. Third, a single view does not
provide depth information that is essential to perform an ac-
curate chronic wound monitoring.

3D imaging techniques overcomes the shortcomings and
limitations of 2D methods. 3D imaging technique have been
introduced to improve assessment in different medical ar-
eas [17]. Existing 3D scanning devices are actually expen-
sive and not adapted to the clinical practice which requires
a portable and simple to use tool [1] [11] [2]. Alternatively,
two or more converging pairs of views can be used to con-
struct the 3D surface area of the wound using a simple smart-
phone camera. The constructed 3D model can be moni-
tored from any angle and perspectives. In addition, the ob-
tained 3D point clouds can offer much more detailed infor-
mation about the lesion regardless of the wound position
and size. However, automatic three-dimensional segmen-
tation remains a considerable challenge because it requires
3D labels which are time-intensive and difficult to obtain. To
avoid the need of 3D training data, 3D image segmentation
will be obtained from the 2D segmentation of each image
slice using scene fusion. The results of 2D segmentation us-
ing DL are merged and directly mapped on the mesh surface
of the 3D model.

Though, DL suffer from poor segmentation precision due
to high angle and distance variation in the Multiview se-
quence. To produce a correct segmentation the image has
to be taken perpendicularly to the wound surface what we
call frontal view. In addition, the wound should be located
in the center of the image and with a distance not to close
not far from the camera. If the angle or the distance from
the wound slightly changed from a view to another one, the
accuracy can quickly decrease especially for large or highly
curved lesions. Moreover, for small size wounds, DL failed
completely to segment the non-frontal views. However, it
is important to include different viewing perspectives of the
wound in the 3D model to obtain a robust 3D representation
of it. Thus, inaccurate 2D segmentation can influence the fi-
nal 3D results. To this end, we propose a novel Deep Learn-
ing based wound segmentation method that overcomes large
angles and distance variation using best view selection and
3D model reconstruction. The method goes through several
steps: (1) semantic segmentation of the 2D image sequence
(2) 3D model reconstruction and best view selection (3) re-
projection of best view segmentation on each image slice to

get the final segmentation on the 3D model.

We demonstrated the effectiveness of our method by con-
ducting comprehensive experiments. In this work, we fo-
cused our experiments on diabetic foot ulcers as these wounds
tend to be smaller than other types of chronic wounds and
more complex to segment. Similarly, diabetic foot ulcers
combine wound characteristics, ischemia and infection [18].
The majority of diabetic ulcers are located in the lower ex-
tremities and often result in lower limb amputation. Even
when properly managed, these wounds may take more than
expected amount of time to heal [28]. Our method provides
more precise and robust segmentation from any angle and
distance. At the same time, it avoids 3D-CNNs complex-
ity and 3D data costs. Moreover, our methodology is ap-
plicable to all wound types from the largest to the smallest
ones regardless of their location and healing stage. Further-
more, the proposed system could allow clinicians to have
a precise measurement tool that assist in developing more
responsive treatment plan for patients with chronic wounds
and that could be also used as effective telemedicine tool.

2. Literature Review

2.1. Wound Segmentation

Most of published researches focused on wound assess-
ment by measuring physical dimension (perimeter, surface,
volume and depth). Wound segmentation was performed us-
ing two main approaches: machine learning and deep learn-
ing. Prior to the rise of deep learning in medical imaging,
wound detection methods mostly utilized machine learning
models [35] [31] [34]. These models generally use classi-
fiers such as SVM which have the advantage of not being
very data intensive. However, they require hand-crafted fea-
tures to extract color and texture descriptors. Moreover, they
suffer from a poor generalization in uncontrolled lighting en-
vironments. These problems were resolved by using deep
learning networks (DNN). Recent research works have fo-
cused on DNN to address wound segmentation task using
convolutional neural networks (CNN) or fully convolutional
networks (FCN). To deal with the massive training data re-
quirement in DL, many researchers used data augmentation
and transfer learning [39]. Also, other researchers adopted
hybrid methods combining neural networks and ML classi-
fiers.

Alzubaidi et al. [5] developed a novel deep convolu-
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Figure 2: Workflow of the proposed 3D segmentation method based on DL and BV selection

tional neural network named DFU_QUTNet for diabetic foot
skin classification (normal and abnormal skin). Features ex-
tracted by DFU_QUTNet were used to train SVM and KNN
classifiers. While Goyal et al. [14], trained a Faster R-CNN
with Inception V2 using two-tier learning with the MS COCO
dataset. Their objective was to detect DFU localization using
a relatively small dataset of DFU images. A post-processing
step was required to improve the results. In a recent work

[32], they performed foot ulcer segmentation using a lightweight

convolutional framework based on MobileNetV2 and con-
nected component labelling using a dataset consisting of 1109
foot ulcer images. Newer methods with EfficientDet [30]
provided superior ulcer detection accuracy during MICCAI
conference challenge using DFUC 2020 dataset [8]. This
dataset consists of 4500 diabetic foot ulcer images with ex-
pert annotations. Although the proposed methods were highly
accurate in wound localization [13] [38], both studies did
not address wound segmentation precision and wound area
measurement. Despite the outstanding performance of DL
methods, they also have some downsides though. Mainly
this technique fail in case of important viewing angle and
distance variation or when the object to segment is too small.
3D reconstruction is commonly used to improve the per-
formance of a 2D segmentation method. It helps to enhance
wound detection from various angles and distances indepen-
dently of their size and shape. Many researches have ad-
dressed 3D wound segmentation using traditional computer
vision methods [36] [12] [21]. Very few works have per-
formed automated 3D medical images segmentation using
deep neural networks. Kamnitsas et al. [16] presented a

3D CNN architecture with fully connected CRF for auto-
matic brain lesion segmentation that outperformed the state-
of-the-art techniques. Similarly, Dolz et al. [9] used a 3D
and fully convolutional neural network for the sub-cortical
brain structure segmentation using MRI scans. In [33], the
authors have extended U-net to 3D U-Net to realize three-
dimensional semantic segmentation of Intervertebral Disc.
The downside of using DL for 3D medical imaging is their
computational and memory requirements in addition to net-
work size and complexity.

In order to address all the above limitations, we proposed
a novel deep learning framework which achieves 2D to 3D
semantic segmentation making use of the best view selec-
tion. In the next section, we will describe and discuss the
implementation and development of our proposed method.

2.2. 3D model creation

Given the disadvantages of traditional wound assessment,
technology that uses imaging to perform non-contact mea-
surements began to increase in popularity in the 1990s. In
particular, measurements involving 3D information of the
wound are useful, as more accurate and precise information
can be obtained than with the use of 2D imaging.[37, 6, 40,
15, 22]

To create 3D models, two types of methodologies are
distinguished: active and passive methods. In the active
approach, a signal is sent to the object of interest and the
reflection of this signal is used to obtain the depth at each
part of the object. Then, using numerical methods, the 3D
point cloud can be inferred. This methodology is accurate
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Figure 3: 2D chronic wounds segmentation pipeline

and fast; however, the equipment needed is often expensive,
not portable and requires some training to use.

Passive methods, on the other hand, are methods in which
no signal interferes with the object. They only require a sen-
sor that passively obtains images from the radiation naturally
emitted by the object. Some passive 3D reconstruction tech-
niques are stereo vision and structure from motion, which
only require images from digital cameras to obtain the 3D
point cloud.

In particular, structure from motion (SfM) is a very at-
tractive technique as it has very few requirements: a sin-
gle camera obtaining images from different viewpoints with
overlapping information between the images. Additionally,
implementations of SfM are found in several free software
packages, making this technique accessible to a wide audi-
ence.

In particular, SfM can be used for wound assessment.
Previous studies have demonstrated the potential of its use-
fulness. In [40], volume calculations using 3D models cre-
ated with SfM pipeline are studied and it is evidenced that
the volume calculations approximate those obtained with a
high-precision laser scanner. In [7], the potential of using
StM for wound monitoring is shown again, it is proven that it
allows using a simple data acquisition protocol with portable
devices to obtain models with results similar to those of an
industrial laser scanner.

Moreover, recent studies show the potential of other al-
gorithms for passive reconstruction can be fully implemented
with the smartphone CPU and GPU. In [24] and [23], they
show the potential of their algorithms in the reconstruction
of various objects, the latter using an algorithm close to STM.
However, their use in the medical context remains to be eval-
uated.

3. Methodology

Our contribution can be summarized as follows (See Fig-
ure. 2) :

(1) We proposed a robust wound segmentation method with
an effective background removal using DL.

(2) We performed 3D model reconstruction using a sim-
ple acquisition protocol with a monocular camera from
a low-cost smartphone and using SfM to infer the 3D
structure.

(3) We proposed a novel pipeline from 2D to 3D DL based
wound segmentation that overcomes large angles and
distance variation using camera view selection and 3D
model reconstruction.

(4) Finally, we demonstrated the efficiency and effective-
ness of our method by conducting experiments and anal-
yses on various diabetic foot ulcers that tend to be smaller
and harder to segment than other types of chronic wounds.

3.1. DL segmentation

We built a large annotated chronic wound database con-
sisting of 569 images covering all pathologies such us dia-
betic foot ulcers, burns, pressure injuries, etc. Mostly cap-
tured from a relatively perpendicular angle (See Figure. 1).
This dataset contains various wounds with distinct size and
in different healing stages. The images were taken in sev-
eral medical sites with different cameras and without any
strict protocol regarding lighting conditions. Consequently,
the segmentation task was quite challenging. Most images
have different backgrounds including lots of regions simi-
lar to the wound bed which may threaten the segmentation.
However, segmenting chronic wounds demands a high level
of accuracy, small marginal segmentation errors can lead to
wrong measurements and poor user experience in clinical
settings. To this end, we proposed a robust wound segmenta-
tion method comprising wound delineation and skin correc-
tion for an effective background removal without increasing
the complexity of deep neural networks.

To perform wound delineation, we based our segmenta-
tion on our previous work [26] while proposing more robust
background elimination using skin correction. We opted for
the state-of-the-art semantic segmentation network U-net for
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medical images [27]. U-net has proven to be very powerful
specifically in the field of biomedical images segmentation
using very little data.

Our method consists of two main stages (See Figure.
3). First, wound area extraction which aim to eliminate all
background elements. Second, the obtained wound segmen-
tation mask will be post-processed by skin detection algo-
rithm. Its goal is to remove all non-skin pixels from back-
ground. Thus, only segmented elements inside skin area will
be conserved. When skin segmentation map combined with
the wound map, we are able to provide more accurate seg-
mentation. Finally, the generated mask is further refined
by hole filling and the removal of missing small points in
the segmentation map using morphological operations (i.e.,
erosion, dilation, opening and closing) [29]. The perfor-
mance of the proposed segmentation procedure helped to
improve the accuracy to reach a Jaccard index of 98.48% and
a Dice score of 99.26% instead of 94.96% and 97.25% in the
previous version [26] using the same testing set. The pro-
posed 2D segmentation method overcomes perfectly com-
plex background elimination and uncontrolled lighting con-
ditions, but it still can be greatly affected by camera angle
and high distance variation especially for small wounds such
as diabetic foot ulcers.

3.2. 3D modeling

Given the advantages in terms of required devices and
portability, we selected SfM for passive 3D reconstruction
to be used for 3D model creation in this study.

The 3D modeling pipeline starts with a SIFT feature ex-
traction and matching after which the structure-from-motion
algorithm is used to infer the 3D structure. A sparse point
cloud is created that serves as the basis for the 3D model.
Next, the Semi-Global Matching (SGM) algorithm is used to
create depth maps in order to create a dense 3D point cloud
and surface where the texture is superimposed. As a final
step, a Laplacian filter is applied to reduce noise that may
appear during the reconstruction of the dense 3D model.

The described process for creating the 3D mesh is per-
formed using an open source software: Alicevision[4] which
is possible to run automatically through Python. Figure. 4
shows the pipeline based on SfM for the 3D mesh creation.

SIFT Feature Feature |
Extraction Matching P |
. | | 3D Mesh
Multiple 5 —= = LB
——— & Camera
20 Images T S
¥ " Laplacian
Depth Maps [~ Meshing = Texture Siioath

Figure 4: 3D model creation pipeline

As a result of this process, we obtain a dense 3D mesh
for each wound and estimation of the camera poses for the
reconstruction. The camera poses are useful later to transfer
the 2D segmentation to the 3D model and vice-versa.
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Figure 5: Sample of Best view Selection

3.3. 3D Wound Segmentation

Since each DL segmentation mask can produce a differ-
ent outline of the wound in the 3D model, the distance and
angle between the wound surface and the camera is used to
select the most appropriate view. The distances and angles
are calculated as follows:

1. The 3D model is projected onto the camera plane and
using the corresponding DL segmentation mask, the
temporal segmentation of the wound is created in the
3D model.

2. From the point cloud corresponding to the wound sur-
face, the Euclidean distance between each point and
the center of the camera is calculated.

3. For each triangle on the wound surface, the angle be-
tween the principal camera ray and the normal of each
triangle is calculated.

4. Finally, we use the median of the distances and the
median of the angles calculated above to summarize
the relative position of each camera with respect to the
wound.

Four strategies are used to select the most appropriate
camera view. For this, the relative position of each camera
to the wound calculated above is used:

e Strategy 1: The view with the most acute camera-to-
wound angle is selected.

e Strategy 2: The view with the closest camera-to-wound
distance is selected.

e Strategy 3: The view with the closest distance within
the 5 images with the sharpest camera-to-wound an-
gles is selected.

e Strategy 4: The view with the most acute angle among
the 5 images with the closest distances between cam-
era and wound.

In Figure. 5, the selection of a view with the strategy 3
is shown as an example.
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3.4. Updating 2D semantic segmentation

After selecting an appropriate view with one of the 4
strategies, the corresponding segmentation mask is used to
create the final segmentation of the wound in the 3D model.
This segmentation is combined with a post-processing of the
3D mesh to smooth the wound edges which consists of sub-
dividing the wound contour in the 3D mesh and using a sim-
ple neighbor averaging based on a wound indicator to obtain
a smoothed wound contour.

Finally, the 3D wound segmentation resulting from the
above process is projected onto the corresponding views of
all 2D images. The result is a collection of updated 2D seg-
mentation masks. Figure 6 shows the complete process per-
formed to create the 3D mesh segmentation and update the
semantic segmentation on the 2D images with the proposed
methodology.

4. Experimental Results

4.1. Dataset and Material

In cooperation with Dr. Villeneuve in the diabetology
service of the CHRO (Regional Hospital of Orleans in France),
we collected a data set of 270 diabetic foot images taken from
7 subjects during multiple clinical visits. The used system
included a Xiaomi Note7 and an add-on temperature sensor
FlirOne. The acquisition protocol includes several points of
views with different viewing angles and distances for each
wound.

For creating the 2D images that serve as the ground truth,
the segmentation was annotated directly on the 3D model
manually and using MeshLab then reviewed by wound care
experts. The segmented 3D model is then projected onto
each of the camera views and the corresponding wound seg-
mentation masks are obtained for each single view.

4.2. Metrics
To evaluate the segmentation performance, two metrics
were adopted:

- The Dice Similarity Coefficient (DICE) : Quantifies the over-

lap between the obtained segmentation mask and the ground

truth. This metric is popularly used by researchers in the
medical image segmentation field.

DICE = 2rp 1
QTP+ FP+FN

where TP is true positive, FP is false positive, TN is true
negative, and FN is false negative.

- The Intersection Over Union (IoU) : Is one of the most com-
monly used metrics in semantic segmentation that deter-
mines the accuracy of the segmented mask against the ground
truth.

JoU=— 1P @
TP+ FP+FN
where TP is true positive, FP is false positive, TN is true

negative, and FN is false negative.

- Root Mean Square Error (RMSE) : RMSE was used to mea-
sure the difference per pixel between the reference image
and the obtained mask. The smaller the value of RMSE,
the better the segmentation performance.

n
(X = Y)?
RMSEX,Y) = 21—1; 3)
n
Where X and Y are the ground truth and the segmented
mask, n is the total number of pixels in the image.

- Mean Absolute Error (MAE) : Finally, segmentation mask
and the ground truth mask were compared using the mean
absolute error

n
i= |X - YI
MAE(X,Y) = Ziz X 2 Vil 5
n
Where X and Y are the ground truth and the segmented

mask, n is the total number of pixels in the image.

4.3. Analysis and Discussion

To investigate the performance of the proposed 3D method
over 2D, we compared the segmentation results achieved by
our 2D segmentation scheme including robust background
elimination using Deep Learning (DL) against those obtained
by including the 3D model with best view segmentation re-
projection (BV+DL). In the following experiments, we con-
sider the four different strategies introduced in (Section 3.3)
to choose effectively the best view for the proposed method.

Dice and IoU were evaluated on DFU dataset across dif-
ferent angles and distances. Since the ulcer area in test im-
ages is much smaller than the background, these two met-
rics were measured locally to focus only on the segmented
area. The plots in Figure. 7) demonstrate that among all
different angles and distances, the 2D method based on DL
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Figure 7: Dice and loU performance on the test set across
different angles and distances

'lllllllll | IIIII"'
Figure 8: Dice and loU barplots on the test set across different
angles and distances
only shows the worst segmentation performance according
to DICE and IoU values compared to the proposed strategies.

As illustrated in Figure. 8, DL method can be greatly
affected by viewing angle and distance. Starting with angle
variation, to obtain a good segmentation, the angle should
be as perpendicular as possible to the wound bed, so closer
to 0°. Bigger angle variation can result in lower segmenta-
tion accuracy. The best results were achieved for an angle
variation less than 10°, what we call frontal views. Then
DL performance started decreasing gradually the largest the
angle value became. For an angle value over 80° DICE and
IoU were of 0%. Thus, DL method totally failed to detect the
wound area in those images. Moreover, DL is rather sensi-
tive to distance variation upper to 10 centimeters. The best
segmentation was performed with a distance value between
5 and 10 cm. Otherwise, the method failed completely to
segment the wound especially when the distance exceeds 40
cm.

However, reprojecting the segmentation from the BV us-
ing the 3D model helped to improve the two metrics across
all angles and distance values regarding all proposed strate-
gies. The performance metrics of the obtained segmentation
are much higher than DL. In addition, the results show high
segmentation consistency among all points of view for the
four strategies. Furthermore, ST2 and ST4 consistently out-
performs other strategies. These two methods reached the
highest performance in term of Dice and IoU for the largest
angles and furthest distances. Meanwhile, the metrics using
ST1 were lower than the other strategies but still better than

Table 1
Area calculation (px)

Area Calculation (px)

Patient Real area DL ST1 ST2 ST3 ST4
Pat 1 514 385 456 456 456 456
Pat 2 4912 1629 4835 4194 3813 3813
Pat 3 59 11 59 59 58 57
Pat 4 94 8 91 91 91 94
Pat 5 359 293 341 341 341 341
Pat 6 51 0 29 51 51 42
Pat 7 324 227 297 316 297 316

DL. However, despite the high segmentation accuracy using
the BV reprojection, the segmentation performance drop sig-
nificantly once rotation angle exceeds 80° for all proposed
strategies.

Further analysis of the 3D cloud plots of DL compared
with the 3D based methods in terms of segmentation accu-
racy measured by DICE score with their corresponding 2D
representation are shown in Figure. 9. Each test image is
represented by a point in the 3D cloud. Blue color corre-
sponds to low segmentation accuracy, while orange corre-
sponds to high segmentation precision. We observe that the
proposed method improves the accuracy as well as the sta-
bility of segmentation. The 2D plots illustrate the very good
performance of ST1, ST2, ST3 and ST4 in predicting the
wound area across all angles and distance values compared
to DL.

Another interesting experiment to explore the effective-
ness of the proposed strategies over DL method, is to quan-
tify the number of detected pixels in the predicted segment.
The results of wound area calculation (AC) in comparison
with the real area (RA) corresponding to the ground truth
for each patient were reported in Table. 1. Overall, ST1,
ST2, ST3 and ST4 produce high AC scores close to the RA
of the ground truth according all patients and consistently
outperforms DL scores. The four strategies performed sim-
ilarly but, in most of the cases, ST2 was the closest to the
ground truth.

For further analysis, Figure. 10 and Figure. 11 illustrate
the distribution of mean absolute error (MAE) and root mean
square error (RMSE) respectively, between the ground truth
mask and the obtained segmentation mask of each of the
tested methods. Low values of MAE and RMSE correspond
to high segmentation performance. The box-plots of DL
method indicate larger MAE and RMSE resulting in lower
segmentation quality. On the contrary, all BV+DL strategies
show lower MAE and RMSE compared to DL. This corre-
lates with higher segmentation accuracy. Moreover, we ob-
serve that ST2 attains the lowest MAE and RMSE in compar-
ison to other strategies. These results corroborate our previ-
ous findings about ST2 performing better than ST1, ST3 and
ST4 as it offers the highest performance with lowest segmen-
tation error. This shows that ST2 has not only better accu-
racy, but also better robustness.

Qualitative comparison of both methods DL and ST2

R. Niri et al.: Preprint submitted to Elsevier

Page 7 of 11



3D based CW Segmentation by DL

Figure 9: Comparison of the 3D point cloud of DL against the four proposed strategies using Dice score
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Figure 11: Box-plot of Root Mean Square Error

against the ground truth are shown in Figure 12. We chose
image sequences of three patients with different DFU size
(small, medium and big) to visually represent our results.
The segmentation results achieved by the proposed method
performs better to segment the ulcer. It successfully de-
tected the wound area of different sizes and shapes regard-
less of the acquisition angle or distance. The segmentation
is much more accurate. In addition, the correct detection of
the wound in case of deep learning failures is a statement of

Table 2
A Summary of segmentation improvement
Dice loU MAE RMSE
DL  36.53% 29.48% 0.164 0.036
ST1 83.49% 73.56% 0.054 0.023
ST2 86.33% 77.09% 0.004 0.019
ST3 8452% 7421% 0.012 0.023
ST4 85.40% 76.00% 0.020 0.020

our method robustness.

Segmentation results on the 3D model are shown on Fig-
ure. 13. These results are obtained by the fusion of single
views segmentations. To do this, first we performed wound
segmentation on each image of the multiview sequence, then
these results are merged and directly mapped on the mesh
surface of the 3D model.

Comparing quantitative and qualitative results of the 2D
method based on single view DL segmentation and the pro-
posed method based on 3D model reconstruction and best
view segmentation reprojection, we can see a huge improve-
ment on metrics and segmentation quality. By comparing
different strategies to select effectively the best view, we found
out that ST2 performed the best and achieved the highest
performance. This strategy consists on selecting the view
with the best distance. Reprojecting the BV segmentation
widely improved both Dice and IoU scores and decreased
segmentation error on test dataset (See Table. 2). The pro-
posed method not only overcomes the limitations of DL due
to wound size and location, but also guarantees a precise seg-
mentation among different shooting angles and distances.
Therefore, our method has a great potential to be used in
clinical practice for an effective 3D assessment of chronic
wounds using a simple smartphone.

5. Conclusion

In this paper, we presented a novel Deep Learning based
method for 3D semantic segmentation of chronic wounds
that overcomes the limitations of 2D methods. A smart-
phone is used as an alternative way to capture the wound
from multiple views which is cost-effective, user-friendly
and did not require any strict protocol during acquisitions.
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Figure 12: Segmentation results: (a) original images, (b) Ground truth, (c) output of DL method and (d) output of our method
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We attempted to solve weak segmentation accuracy problem
due to big angle and distance variation during the Multiview
wound acquisition. Our approach first improves DL segmen-
tation using the 3D model and best view selection. The re-
sult is a robust segmentation in all the views regardless of
camera shooting angle and distance. The obtained 2D seg-
mentation masks are then merged and mapped into the 3D
model to generate the final segmentation of the wound in 3D.
Comprehensive experiments have demonstrated the robust-
ness of our method in comparison with single view DL seg-
mentation. Further, experiments were carried out to identify
the best strategy for the BV selection. In addition, the re-
sults show that ST2 based on best distance selection achieved
the highest accuracy and lowest error rates. Segmentation
performance has been widely improved for all metrics com-
pared to DL. Consequently, 3D wound segmentation is more
precise. Such a system can be used in clinical settings for all
kinds of chronic wounds regardless of their size, shape and
location. Furthermore, it is harmless and avoids the risk of
infection. A future research would be to extend our method
to perform wound tissue classification task. More accurate
and complete assessment could be established. Moreover,
we plan to use the proposed method as an effective weakly
supervised data augmentation approach to deal with the lake
of annotated datasets in medical field.

Figure 13: Segmentation results on the 3D model
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